STAT 108 Lecture 21 Tu, Dec 1, 2015

13.1 Simple Linear Regression
Model

Example. Is there a relation between
students’ scores on exam 2 and exam3?
[f we plot the scores on exam 3 against
the scores on exam 2, we get a scatter
diagram.
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Scatter Diagram
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Note that higher scores on exam 2 tend to

imply higher scores on exam 3.
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Note that the data are scattered around a
straight line. Thus, the relation is linear (not
curvilinear).

100 - *
exam 3 IS 'S 'S (4
'S * o 0 .
90 1 S o o 'S 'S
* o 'S o 0
80 - * o 0 * o 0 . .
o o S S
'S * o 00
701 S 'S o 0
o, .
60 - (2 *
S
'S * o
50 - . .
* o * o 0
40 - TS 'S .
S IS 'S
o o 'S
30 - . .
'S
20 T T T T T T T )
20 30 40 50 60 70 80 90 100

exam 2




Definition. A linear relation between

two variables x and y is described by
a straight-line equation:

y=a+bx
where g is the intercept, and 5 is the
slope.




Definition. The intercept a is the value

of ¥ when x =0, that is, where the
straight line intercepts the y - axis.
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Definition. The slope p represents by how

much ¥y changes when X is increased by
one unit. Indeed,
Voew ~ Vold = a+b(x+1)—[a+bx] =b.
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Definition. If the slope b is positive, the

linear relationship between x andyis

called po

sitive. A

' /y=a+bx,

— b>0

>

X

In a positive linear relationship, as x

increases, y increases. In other words,

larger val

ues of X tend to accompany

larger val

ues of V.




Definition. If the slope b is negative, the

linear relationship between x andyis

called negative. _ ,

In a negative |

y
~_ y=a+bx,
\b<0
X

inear relationship, as x

increases, v G
larger values

ecreases. In other words,
of x tend to accompany

smaller values of y.




13.2 Simple Linear Regression Analysis

As seen on the scatter diagram, the

relation between exam 2 »|

and exam 3 scores is 0 |

40 -
30 -

positive linear, butitis =

not a perfectly straight-line relation. The
points are scattered around an imaginary

straight line.

[10])




Definition. The simple linear regression

model has the form

y=a+bx+e¢
wherey is a dependent variable, x is an
independent variable, @ is the intercept,
b is the slope, and ¢ is arandom error.
[t is assumed that ¢ a normally distributed
random variable with mean zero and
standard deviation ¢.




¢ ¢ ¢ ¢ ¢

¢ & ¢ &t ¢

epsilon /epp-sill-on/




The unknown parameters of the model
are a,b, and o. They must be estimated

from the data.

The straightline y = a + bx is called a

predicted
predicted

The predicted line is used for prediction

N

or fitted

or fitted

line, ) is called a
value.

of future observations. (13)




Example. Suppose in our example with

exam scores, the predicted line is

where x is the score on exam 2, and y is
the predicted score on exam 3.

The intercept of 15 hypothetically means
t
t

y=15+0.7x

hat if the score on exam 2 was zero,

ne score on exam 3 is predicted to bel5.

[1¢)




The slope of 0.7 means that if the score
on exam 2 is increased by one point,
the score on exam 3 will be increased
by 0.7 points.




How to use the fitted line for prediction?

Example. Suppose a student got 85 on

exam 2. What is his predicted score on
exam 37

ANSwWer. 3 =15+(0.7)(85) = 74.5




How to compute a and b?

The computational formulas for g and p are:

and a=y-bXx

Note that the predicted regression line passes
through the point (x, ).




Example. Suppose points (1,6), (2,2), (3,4), (4,2),
and (5,0) are observed. Here is the scatter
diagram. Find the fitted regression line.

yA
61 ®
5__
471 ©
3__
21 O o
1__
—t— —
ol 1 2 3 4 5 Xx




Solution. We compute the regression

parameters as follows:
2w =D(6)+(2)(2) +(3)(4) +(4)(2) + (5)(0) = 30,

S x=1+2+3+4+5=15 n=5, got 15 g
n 5
S y=6+2+4+2+0=14, y:zy:14=2.8,

n 5
sz =12 +2°+3%+4*+5°=1+4+9+16+25=55,

Y xy-n¥y 30-(5)(3)(2.8) 30-42 -12
Y x*-n¥* 55-(5)(3)° 55-45 10

b =-1.2,

a=y-bx=28-(-1.2)(3)=2.8+3.6=6.4,

The fitted regression lineis y=6.4-1.2x







Find predicted value of y for x = 2.

[21)

The predicted valueis ) =6.4-(1.2)(2)=6.4-2.4= 4.




